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Block 20 cont.

The attitude of the object to be picked up is determined using a histogram of the
orientations of visible surface patches. Surface orientation, in turn, is determined
using photometric stereo applied to multiple images. These images are taken with the
same camera but differing lighting. The resulting needle map, giving the orientations
of surface patches, is used to create an orientation histogram which is a discrete
approximation to the extended Gaussian image. This can be matched against a synthetic
orientation histogram obtained from prototypical models of the objects to be manipulated.
Such models may be obtained from computer aided design (CAD) databases. The method thus
requires that the shape of the objects be described, but it is not restricted to par-
ticular types of objects.
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Abstract

One of the remaining obstacles to the widespread application of industrial
robots is their inability to deal with parts that are not preciseiy positioned. In
the case of manual assembly, components are often presented in bins. Current
automated systems, on the other hand, require separate feeders which present the
parts with carefully controlled position arid attitude. Here we show how results
in machine vision provide techniques for automatically directing a mechanical
manipulator to pick one object at a time out of a pile. The attitude of the object to
be picked up is determined using a histogram of the orientations of visible surface
patches. Surface orientation, in turn, is determined using photometric stereo applied
to multiple images. These images are taken with the same camera but differing
lighting. The resulting needle map, giving the orientations of surface patches, is
used to create an orientation histograrh which is a discrete approximation to the
extended Gaussian image. This can be matched against a synthetic orientation
histogram obtained from protc pical models of the objects to be manipulated. Such
models may be obtained from computer aided design (CAl)) databases. The method
thus requires that the shape of the objects be described, but it is not restricted to
particular types of objects.
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Abstract
One of the remaining obstacles to the widespread application of Industrial

robots is their inability to deal with parts that are not precisely positioned. In
the case of manual assembly, conponents are often presented in bins. Current
automated systems, on the other hand, require separate feeders which present
the parts with carefully controlled position and attitude. Some of the methods
developed recently in machine vision allow one to automatically direct a mechanical
manipulator to pick one object at a time out of a pile. The attitude of the object to
be picked up is determined using a histogram of the orientations of visible surface
patches. Surface orientation, in turn, is determined using multiple images. These
images are taken with the same camera but differing lighting, T he resultilg needle
diagram, giving the orientations of surface patches. is used to create an orientation
histogram which is characteristic for a particular object. This can be matched
against an orientation histogram computed from a geometric model of the object to
be manipulated. Such models may be obtained from computer aided design (CAD)
databases. The method thus requires that the shape of the objects be known, but it
is not restricted to objects with particular shapes. Similarly, the way in which the
surface of the object reflects light must be known, but the method is not restricted
to materials with particular reflecting properties.

1. Introduction

We have developed a system that will determine the position and attitude of
a part in a pile of parts, using a few images taken by an electronic camera. The
results can be used to direct a mechanical arm to pick up the part. The system

uses stored models of the objects and can identify which of several different parts is
seen. The method is not restricted to cylindrical parts or even solids of revolution.
Extended light sources can be used in essentially arbitrary positions and the objects
need not be ones having very special reflective properties. The system adapts to
these variables by means of a calibration step involving an object of known shape.
Another, different, calibration process is used to determine the transformation
between the coordinate system tied to the manipulator and that of the camera.
The type of sensing system described here will extend the range of application of
today's industrial robots.



Mechanical manipulators are being used more and more for spot welding,
machine loading, painting, deburring, seam welding and sealing. They have,

however, not been utilized extensively for many other application, like assembly.

One of the reasons is that today's industrial robot typically just plays back a
fixed sequence of motions taught by an operator. The blind robot cannot deal
with uncertainty in the positions of the parts. Feeding mechanisms and fixtures

are needed to present the parts in precisely the place in which the industrial robot

expects to find them.

2. The Problem

Soi:"- means of sensing the position and attitude of tht, objects is desirable.
This information may be obtained using a system which forms an image of the
objects. Electronic cameras provide a ready means of feeding a digitized image into
a computer. The image plane, inside the camera, is covered by sensing elenients
arranged in a regular pattern . The area corresponding to a sensing element is called
a picture cell. The quantized measurement of brightness in one of these elemental
areas is called a grey level. The grey levels taken together form an array of numbers,
which is the discrete approximation of the continuous image. Image brightness, by
the way, is hard to measure accurately, so grey levels are usually quantized to only
6.1, 128 or perhaps 256 levels.

The problem, of course, is not how to digitize the imiaaie, or how to store it,
but what to do with the inlormation once it has been read into the computer. How
can one recognize an object and determine its attitude in space using the array of
grey levels produced by the camera?

Means for solving such problems, in special cases, were developed in research
laboratories 10 to 15 years ago. These methods, to be described next, work well
when the environment is controlled in a suitable way. In particular, there are
situations in which it is possible to distinguish those points in the image which
correspond to the object of interest, from those which do not. Such a segmentation,
into object and "background," is usually based on differences in brightness. The
result is called a binary image, since at each point, it is either one (object present)

or zero (object absent).

3. Binary Image Processing (*)

A few properties of the binary image, such as the area of the object region
and its perimeter, are calculated readily. There may be more than one connected
region in the binary image and some of these regions may have one or more holes
in them. It makes sense then to calculate the Euler number, the difference between
the number of objects and the number of holes. 'rhe Euler number of the capital
letter "[3," for example, is minus one, while it is two for the lower case letter "i."
Measures such as area, perimeter and E'uler number can be computed rapidly, in
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Figure 1. A binary imnage can be obtained by t irvsiio~diwr- brightness %,alues.
Picture ceiis, arranged oni a regular raster, are assignedj on(. 01 itie tw.%o post'ible
values, 0 or 1, depending on whether the briplhtness is above or below,% somic threshold
value. The cxamTple shown is of rather low resolution. In practice one might wvork
with perhaps 256 rows and 256 columns. Binary irnagcs are easy, to digitize, store,
transmit and proccss, but are limited in their usefulness.

parallel, and can be used to distinguish amongst a small number of different objects
that may appear in the image.

Secondly, the position and rotation of the objects can be readily calculated
using the first and second moments of the regions. The position of the object is
considered to be given by the location of the center of area, while the rotation
of the object in the image plane is defined by the axis of least inertia. If there is
more than one region of ones in the images, the above mentioned calculations can
be applied to each region separately. Naturally, the individual regions have to be
labeled first. Methods for doing this in one pass over the image have been invented
too.

Finally, it is possible to "grow" a binary image region, that is, add to it picture
cells within a specified distance from its margin. Similarly it, can be "Shrunk" by
growing the background. Such iterative modification techniques have proved useful
in inspection, in recognizing characters and in the automatic digitrizatio of line
drawings.

2



Horn ' Ik 'uMin I h ckmng

The three classes of methods mentioned above are easily impleincntcd in high
speed hardware of relatively modest cost.. Various clever techniques arc used, such
as run length coding and one dimensional projections of the image taken in a
number of directions. Several vendors offer devices based on this approach. Binary
image processing systems suffer from limitations however, resulting inl part from
the fact that all the information in a binary image is in the silhouette:

1. There must be strong contrast between the object of interest and its background
(Otherwise it is hard to separate the object from the background using a simple
threshold on the grey levels).

2. There should be only one object in the field of view, or, if there are several,
they may not overlap or touch.

3. The object may only rotate in a plane parallel to the image plane (Otherwise
the silhouette of the object changes in a complicated fashion).

As a result of these limitations many applications cannot be handled directly using

binary image processing methods.

4. The Bin of Parts

In manual assembly, it is common to find components arranged iil trays or bins
surrounding the work station. All three conditions for the successful application of
binary image processing are violated in thi- rpqp At, nhvin,,e 1zcd,, lt.n ir t,' _"_i_

jumbling the parts together in the first place, keeping them carefully oriented right
from the time they are made. There is a trend to do this now, partly because of
the shortcomitigs of present-day automation techniques. Parts may be organized on
carriers or attached to pallets, so that they can be mechanically positioned without
the need for sensing.

There are costs associated with this solution. The carriers and pallets must
be designed and manufactured, often to tight tolerances. Pallets also typically are
heavy, take up a lot of space, and may have to be redesigned when the part is
modified. Often the design of the part itself must be altered to allow automatic
feeding. In any case, there are still plenty of situations where limited production
volume has not presented the incentive to depart from the more traditional, manual

methods.

A number of attempts have been made to find mechanical solutions to this
problem. In many cases, for example, it is possible t.o throw the parts into a
vibratory bowl with carefully designed selectors, and have them emerge oriented at
a feeder station. Screws and objects with cylindrical geometry are subject to this
approach. Not all parts can be handled this way, however. Large or heavy parts,
as well as parts with complex shapes, do not succumb to this methodology.

Attempts to equip robot arms with electromagnets or vacuum suction cups
have met only wit I linited success. It is hard to be certain that such a device picks
up exactly one object, and it is still necessary to reorient the object after it is

'3
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picked up. John lirk at the University of Rhode Island, developed a system using

machine vision methods to pick up ground cylindrical parts. Grinding produces
circumferential striations in metal, which catch the light in such a way that a
bright highlight appears along the length of the object, when it is illuminated by
a point source. Thresholding of image brightness values allows one to locate these
lines in the image. A robot arm can then be directed to pick up a part with its
gripper aligned perpendicular to the direction of the highlight. A slanted mechanical
chute can be used to complete the re-orientation of the part once it is picked up.
This approach, however, is limited to objects with particular shapes and surface
properties.

5. Machine Vision

There has ben considerable progress in machine vision since the titne that
the first binary image processing systems were demonstrated. The overall task of
a machine vision svstem is the generation of a symbolic description of the three
dimensional world which gave rise to the image. The form of the description will
d(.pend on the application. In our case it can be concise: the identity, position and
attitude in space of the objects. In other cases it may need to be more elaborate.

In some sense. machine vision represents an inversion problem. When an image
of a surface is formed. information about the distance to that surface is lost. The
im iage is a two dimensional representation of a three dimensional world. There are a
about a dozen depth cues which permit one to recover the missing third dimension
from the image. If asked, most of us would think of stereo first as a method for
recovering the distances to objects. We can see in depth partly because we have
two eyes and so obtain images obtained from two slightly different viewpoints.
This is a very effective depth cue, as long as there are contrasting features on
the surface that can be matched. Also, for accuracy, the distance of the objects
should not be too large compared to the separation between the two image forming
systems. We know that this method works well, given the right circumstances, since
almost all topographic maps are made by (manual) interpretation of pairs of aerial
photographs.

At this time, there are a number of systems which automatically match points
in one image to corresponding points in the other. Existing systems are however
complex, expensive, slow and typically able to deal only with certain restricted
types of images. Application to robotics may still be some time away.

6. Shape from Shading (*)

Another important depth cue is shading, the variation in apparent. brightness
with surface orientation. When we look at the picture of somebody's face in a
newspaper, we cannot use stereo as a cue, yet we get a clear impression of the
shape of the features. Enough in any case to help us recognize the person. The

4
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dimensional projection of the three-direrinsional world. -Ihlt ta,,k of the machine
vision system is to derive a -ymbolic description of the scene viewed from the
image. the result may be used in the intelligent interaction of the machine with its
environment. If the overall system works, one may conclude that the machine vision
system is performing its task. Note that it may be helpful to understand the physics
of image formation when designing the machine vision system. since it performs a
kind of inversion of the transformation performed by the image formation system.
Also, lighting plays an important role. In an industrial setting, for example, lighting
may be controlled to simplify the task of the machine vision system.

region of the picture corresponding to the face is not uniform in brightness, even
though skin has essentially the same optical properties everywhere. Differenit parts
of the face appear to have different brightness because they are oriented differently
with respect to Lhe light sources and the camera. We use this cue all the time
in interpreting images, particularly those of smoothly curved objects. It has been
possible to analyze this effect, and develop automated methods based on the solution
of a non-linear first-order partial differential equation. This so-called shape from
shading method is however too complex and too slow to form the basis of a useful
industrial robot sensing system.

In practical applications of machine vision, we do not necessarily have to emulate
te admirabhl capabilities of biological vision systems. \We can exploit special

properties or the materials or arrang( the lighting Co simplify the interpretation of

5



['-igure 3. The orientation of a surface patch cal be represe.nted by a point on
a unit sphere. One sinipl v finds tihe place on the sphere which has the same surface
orientation. A normal to Ilie Surfice patch will be parallel to a normal of the sphere
at that point. The poi nt oi the sphere call be idenliitcd using- Iwo par;tl ('lers, like
hli itudh and longitude. A sphere used it this Fashion is callhd (; Giussian sphere.
The mapping of points on the surface of an object onto a urn - phere is crilled the
(;aus' mapping.

k. k'v1l *I . c , i : 0 1 . ( c i ut, a f e *I I t . -

tt: ill~l. t1 '. % Wt 1 ldt'.; 0• vii' . tiCii llit.'LiOU , itl. r considering Lite proiemn of tiie

representation of the shape of a surface.

7. Surface Orientation

Surface orientation has two degrees of freedom. That is, it takes exactly two
numbers to specify it. fully. This can be seen as follows: Consider a plane surface.
Now imagine a line perpendicular to this surface. To specify the orientation of the
plane, we need only give the direction of this line, also called a normal to the
surface. Now construct a line parallel to the normal, passing through the center of
a unit sphere. The direction of this line is fully specified if we are told where it
intersects the sphere. So, to each orientation of a planar surface corresponds a point
on the unit sphere. We see that surface orientation has two degrees of freedom,
since points on the sphere can be identified using two quantities, longitude and
latitude, say.

A unit sphere used as a means of specifying surface orientation is called a
Gaussian sphere. If we are dealing with a curved surface, instead of a planar one,
then surface orientation varies from point to point. We may consider the orientation
at a particular point on the surface to be that of a plane tangent to the surface at
that point.
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Figure 4. A surface patch viewed from a direction that is not perpendicular
to the surface appears foreshortened. The apparent area is its true area times the
cosine of the angle between the surface normal and the direction towards the viewer.
A surface patch will intercept an amount of light proportional to its apparent area
as seen from the light source. In the case of an ideal Lambertian reflector. afl of
this light is re-enitted. So the brightness is proportional to the cosine of the, angle
between the surface normal and the direction tow~ards the light source.

8. Photometric Stereo

flow can we determine the orientation of a patch of the surface of an obj
We use a method here which depends only on local inform at oll and iiiakes
assumptions about the overall shape of the object. Consider. at first, that k e deal
with objects which are ILanbertian reflectors. An ideal La ibertian surface sat isfies

two conditions which full), determine is reflective properties:

1. All incident light is reflected, none is absorbed.

2. The surface appears equally bright from all viewing directions.

The anount of light which a surface patch captures deperds on its apparent area
as seen from the light source. A surface viewed from a direction other than along
its surface normal appears foreshortened. The apparent area is the true surface
area multiplied by the cosine of the angle between the viewing direction aind the
surface normal. Thus the amount of light falling on the surface is proportional to
this quantity. We note, from the first condition stated above, that the brightness
of an ideal Lambertian surface must be proportional to the cosine of the angle,
usually called the incident angle. So we obtain the familiar cosine law of reflection
for diffuse surfaces.

From the second condition, we note that the brightness of such a surface does
nIO depend on the angle between the surface nornial and the direction towards the
viewer, usually called the enittance angle (This is need riot be the case for surface
materials which are not ideal Lambertian reflectors).

Imagine a planar patch of the ideal material illuminated by a single distant
point source. Suppose the orientation of the patch is to be determined. The
brightness of the surface will be proportional to the cosine of the angle between
the surface normal and the incident, rays. So we get a constraint on the possible
surface orientations if we measure this brightness. But a single measurement is not
sullicient to determine the orientation uniquely, because many lines make the same

7
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Fgure 5..-N smigle eas:Irel en of hrigr1litss conIstruii- the surf'icc rtoriiii t1
li. at a fixed im ge Ilroin the direction lol'Aids the light !ource Ic l1," of all

source. Ihe intcrsct ion of 'his conie with the surface of the unit spheTc Is a small
circle. The or ,Ietat iou of' he surface pateh must Coirrespotid to O e of the point.- onl
this small circle. It is clear, however, tha" a single ineasu renlilT ulos iot pFo\'tie

,tiougn inforinatiol to uniquely determirte the actual su.rface ortettt (It. A secoild
rneasurerent, using a diifTerent light source. produces add itianal constraiut. Ile
surface orientation nust correspond to oni" of the points where the two siiall circles
intersect.

angle with the direction of the incident rays. The locus of all these lines is a cone,
with axis pointing towards the point source. The normal of the surface must lie on
this cone. We note that in terms of the Gaussian sphere, the possible orientations
lie on a small circle, which is the intersection of the cone and the sphere. The point
at the center of this circle corresponds to the orientation of a surface patch which
lies perpendicular to the incident light rays.

If we now repeat. the experiment with a second distant point source, we get, a
second constraint on possible surface orientations. The orientation has to lie on a
second, different, small circle. Again, we find that the size of the circle depends on
the observed brightness and the center of this circle corresponds to the direction of
the second light source. The actual surface orientation muht satisfy both constraints
arid thus lies at the intersection of these circles.

Thi~s all mnakes eminent sense If we remember that surface orientation has two



Siire (3. Th ree nieasurcments of surface brighlt ess can he obt ai ned using
eil:cc igilw sour'es. ior cacI1 of tie th re iage ieasureitents., a (ierelnt light

>oi !cc is tiired 01-1. l'qu1v';lalhitlv, three colored ights t/and a color camera can be
u~cd. In the case of a grey Lambertiai surface, each ,ricasurcrert provides te
orodic , of the albedo and the cosine of the angle between the surface normal and
the directlion towards orc of the light sources. The surface orient ation and the
albedo can be recovered easily from the three measurements. In practice, of course,
Onie does not usually encounter surfaces with simple reflecting properties. It is also
e'tn to use extetided sources instead of point sources in order to ext end the range

of Measurement. Under these circumstances a closed form solution is no longer
feasible.

degrees of freedom. We expect it would take two measurements to provide enough
constraint to pin these down. A final difficulty is that the two circles typically
intersect in two points instead of just one. Thus there is a remaining ambiguity in
the determination of the surface orientation. We could use a third point source as
a probe to obtain a third brightness measurement. This solves the problem, but
constitutes overkill, since all we really need is one bit of information more.

If we are going to make a third measurement, we may as well use it to determine
anot her parameter of interest. To illustrate this idea, consider a "grey" Lambertian
surface. This is a surface which absorbs some of the incident light, re-emitting only
a fra'tioji. which "e will call the albedo. In other respects it behaves just like the
ideal lambertian surface.

9 ia - - .... .
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In this case, brightness is the product of the albedo and the cosinte of Ihe ii'idt-ni
a;igle. Each of the three brightness measurements provides us with onc eq'lall)ll.
We have three unknowns, the albedo and the two parameters of orientation. 'ihe
problem can be recast in the form of three linear equations in ti rct unkilowns. It
is well known that such a system of equatioz,. 'as a unique solution, provided that
the equations are linearly independent. The system of equations is dependent if,
arid only if, the three light sources and the object lie in a plane. In this case, one
of the three measurements is just a linear combination of the other two.

Here we have exploited the redundancy provided by a third -neasurernent ",
derive information about surface properties, such as albtdo. If we iapptri to know
that the surface has uniform albedo, we can instead use the extra iniformatlion as a
check.

Note that the brightness of a surface patch depcnds on 1ts orieuitation. riot ils

position (Provided that the light sources and the viewer are far away). A sinoothiy
curved surface can be thought of as divided into iany sniall patches, each of
which is approximately planar. The three measurenerits are made for each patch.

I onveniently, these measurements can be made for all surface patches at once
by taking three images. A different light source is powered up for each image.

Alternatively, one can use three colored light sources ani extract the three I iages

from the signals produced by a color camera. This is faster, but requires a more
expensive camera. Also note that this last approach xill not work if the surface
consists of patches of different colors.

\ %hat we have just described is a simple example of the photometric stereo
method. Note that we cannot expect to determine the surface orientation with high
precision, since the individual grey levels are noisy. In practice we may be able to
determine the direction of the surface normals to within about 5' or 10'. '['his is
not a serious problem, however, since estimation of the attitude of an object is
based on information about many surface normals.

9. Generalizations (*)

Note that there is a problem when the surface is inclined so far that it is
riot visible from one of the light sources. Basically, one measurement is missing
when a surface is self-shadowed, and so the method only works for the range of
orientations which correspond to surface patches visible form all three sources. This
range can be made large by moving the light sources close together. It should be
obvious though that accuracy is compromised this way. In the extreme case, for
example, when the light sources have all been moved to the same place, all three
measurements are the same. There is thus a trade-off between accuracy and range.

The problem can be ameliorated by using extended sources instead of point
sources. Extended light sources have other desirable features. Many surfaces, for
example, in addition to a diffuse component of reflection, have a glossy reflection
component. When illuminated by a point source, disturbing highlights appear,

10
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which are smeared out virtual niages of the source. In the extreme case of a

perfectly specular surface one cannot usc a point source at all, si ce it creates only
an isolated virtual image. These disturbing highlights can be spread out by means
of an extended source.

Real surfaces generally do not behave like ideal Lanibertian reflectors. In
practice then the photometric stereo mnethod has to be able to deal with extended
light sources and arbitrary surface reflectance properties. The above departures
from our ideal model make it unreasonable now to look for a closed form solution
to the three equations for brightness corresponding to the three lighting conditions.

10. Calibration Object

It is much more convenient to use a numerical solution, based on a lookup
table. The idea is to employ a calibration object of known shape, as for example,
a sphere. Images of the sphere are taken under the same lighting conditions to be
used later in finding the position ard attitude of the objects. In the case of the
sphere, the surface normals are particularly easy to calculate: At a particular point
or the sphere, the normal is parallel to the radius. The position and size of the disc
wjicli is the image of the sphere is easily determined from the brightness pattern
iii the image. It is then possible to calculate which point on the sphere each picture
cell corresponds to and what the normal is there. The grey levels at this picture cell
in the t h ree imaoes ar then dfc erminod This Pvnprimint i hii nr ipc ii with n

mapping from surface orientation to brightness triples (or color).

What we need, however, is just the inverse: A mapping from brightness triples
to surface orientation. The experimental data can be numerically "inverted" and a
three dimensional lookup table developed which allows one to efticientlv determine
surface orientation. To use the table, the three brightness measurements from a
point in the image of an unknown object are quantized. That is, each one is
allocated to an interval corresponding to an incremental range in the table. The
three numbers obtained are used as indices into the array. The entry located in this
fashion contains the sought after surface orientation. The lookup table need not be
especially large, in practice, 16 by 16 by 16 may be quite adequate, for example.

Note that tile calculation of surface orientation is always very fast. involving
nothing more than looking up the result in a table. This is quite independent
of how complicated the surface reflectance properties are, and how strange the
arrangement of light sources.

Large parts of the lookup table are blank, corresponding to 'impossible"
combinations of brightness measurements. This follows from the fact that surface
orientation has only two degrees of freedom, and the table has three dimensions.
If we find the brightness triples for all possible orientations, we only explore
a two dimensional surface in the three dimensional space of possible brightness
triphe. W could fill the table completely by introducing another parameter,
like albedo as suggested above. Alternatively, we may exploit the redundancy
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Vi~ziirc 7. Iniages tLiken of the calibrationt ob~ccl pro~idc to 1ranforriation
from surface orieritatii,, to brirlitness triples I-or ~oLpiciutrc vrfl. brightness
is measured in three iiages taken under three di flecui lit ulg conditions. The
surface orientation at a patch correspondtig to a pai toulair ;c reColl call be
compfutred from I lic kniownt shape of the cali bratio tor i tc iI he lookup table
entiplo 'ved b ' the phot ometric stereo rnet hod is bit it byv in vert iri th l ttionship
bet ween orintatiton and brightness: Thiis three di nicn stori a t ab it is addressed u sinrg
quantized values of brightness and contains the corresponding surface orieritat ton.

provided by three images in another way. The blank areas of the table can help us
detect shadowing and mutual illumnination, since these effects produc "impossible"
brightness combinations.

11. Segmental

One of the hardest p. ilems in machine vision is the segmentation of an image
into regions correspondintg to different objects. Onl 'y %% hen thits is done can one
apply the techniques used to recognize an) object and to det erinnc its at titutde in

12
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Figure 8. The lookup table can be dissected into layers, and each layer displayed
in the form of a needle diagram. The short, lines indicrte iirfnce nrivnttirn The
direction of each line corresponds to the direction of steepest descent on the
surface. The length of the line corresponds to the inclination of the surface. Dots
indicate "impossible" brightness combinations, triples which do not correspond to
any surface orientation. These typically are found only when there is shadowing or
mutual illumination.

space. One can employ several methods to help ensure accurate segmentation of
the image.

First of all, objects cast shadows on one another. The result is that some points
on the shadowed object have brightness readings different from what they would
have been if there was no shadowing. One must detect this condition lest it lead
to incorrect estimates of surface orientation. A crude way of detecting shadows is
to use thresholds on each of the three brightness measurements. Note, by the way,
that objects near the top of the pile, those of most interest to us, will typically not

suffer from shadowing.

Secondly, mutual illumination, or interflection, occurs where objects of high
albedo face each other. Amplification of illumination occurs as light is reflected back
and forth. Again, we find brightness combinations that would not occur if the object
was only illuminated directly by the source. Mutual illumination should be detected
as well, in order to avoid incorrect estimates of surface orientation. Fortunately,
this problem tends to occur near the edges of objects and the boundaries where
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Figure 9. The in)age must be segomnieiied before properties of an image region
corresponding to a part i("tl Ir object c(.-ii be coi putcl. 'hotometric stereo is used
to obtain a needle diagrain or 'he whAiole niage. A binary image is developed from
this using several leurist ics. I,;r.s of all, picture cells at which illegal brightness
combinations where found are marked as belonging to the background. This
removes points which were shadoved or subject to mutual illumination. A number
of heuristics can be employed to improve the robustness of this procedure. In the
case of objects with smoothly curved surfaces, for example, one can reject points
where the surface inclination is high and points where there is discontinuity in
surface orientation. The binary image shows the remaining regions, which are now
labeled and analyzed further.

objects obscure one another.

To obtain robust segmentation we mark image points based on four notions:

1. Low grey levels in at least one image suggest shadowing of one object by
another.

2. Combinations of grey levels not found in the look up table are usually due to
the effects of mutual illumination.

3. Discontinuities in surface orientation most often occur where one object obscures
another.

4. High surface inclination occurs near the occluding boundaries where one object
obscures another.

The points so marked form "moats" around the images of the objects, isolating
them from each other. The remaining connecled regions in the image carl then be
analyzed further. This segmentation method is robust, but depends to some extend
on the properties of smoothly curved objects. Somewhat different criteria would be
appropriate, for example, for objects with planar faces, like children's toy blocks.

The segmentation method we use is quite aggressive, in order to be robust. So,
for example, regions of the object where the surface normal is inclined more than
450 with respect to the direction to the camera are allocated to the background. If
only what remains was used in further processing, the position and attitude of the
object would riot be found accurately. For this reason, the region allocated to an

14
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objects is "grown" again, once segmentation has been accomplished, to encompass

as much useful data as possible.

In some cases an object which is highly inclined with respect to the viewer
may get broken up because of this approach. In our case this not a serious problem,
since objects which are highly inclined are difficult to pick up in any case. It is
better to concentrate on the others.

12. The Needle Diagram

The normals are found at points on the surface corresponding to the picture
cells into which the image is been divided. Consider placing a short surface normal
at each of these points on the object. If we take a picture of the result we obtain
lines in the image corresponding to the projections of the normals. These lines
appear short in areas where tile normals point more or less towards the viewer.
They appear longer where the surface is tilted. The direction of these lines gives
us the direction in which the surface is tilted: The lines point in the direction of
steepest descent. The resulting figure is called a needle diagram. It is one way of
representing the information obtained using photometric stereo.

The needle diagram describes the shape of the surface. hlow can it be used
in recognizing an object and determining its attitude in space? Curiously, we
can discard the information on where a surface normal occurs, retaining only its
direction. Essentially, we build a histogram of surface patch orientations. This is
a quantized version of the so-called extended Gaussian irnaue (V11). which will he

introduced next. In effect, one decouples the problem of determining the attitude
of the object from that of determining its position.

13. The Gaussian Image

First, consider a particular mapping from points on a smoothly curved, convex
object onto a unit sphere. In the so called Gaussian image, a point on the object
is associated with that point on the sphere which has the same surface orientation.
We have already seen this mapping earlier, when we used latitude and longitude
on a sphere to specify the direction of a normal to a surface patch. If the object
has positive curvature everywhere, like a football for example, then there is only
one point which has a given surface orientation. In this case, the mapping from
the object to the sphere is invertible, that is, we can find a unique point on the
object corresponding to a particular point on the Gaussian sphere. The Gaussian
image can be used to transfer information given on the surface of an object onto
tile surface of a sphere.

The earth, for example, is not perfectly spherical, having a shorter "diameter"
measured between the poles than between opposite points on the equator. The
surface of the earth can be mapped onto the surface of a perfect sphere using the
Gaussian image. Cartographers may then project the surface of this ideal sphere
in one of several ways onto a plane to provide us with maps that can be printed on
flat sheets of paper.
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linle inldlei'les h)e direction of' strcipest desce!,i. Shown: is t n(edh, diagrain of a
toroidal object.
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14. Gaussian Curvature

So far we have considered th image of a particular point On tile surface. If we
consider the images of all points in a patch, we will get a corresponding patch on the

surface of the (Gaussian sphere. Tile surface ilormals of the points in tile patch will
point in widely differing directions if the surface is highly curved. Correspondingly,

tile patch onl tile sphere will be large. Conversely, if tile surface is almost planar,
neighboring normals will point in almost tile same direction and tle patch of the

sphere will be small.

This suggests an intuitively satisfying definition of curvature. The Gaussian
curvature is defined as the ratio of tie areas of the patch on the sphere to that on
the object. Te reader can easily verify that te Gaussian curvature of a sphere is
everywher e hvsame, namely one over its radius squared. The Gaussian curvature
of a cylinder o the other hand is zero, since any patch on it maps into a portion
of a great circle on the sphere. This is because all points along a lint parallel io the
axis of the cylinder have the same surface orientation.

16
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Figure 11. A patch on the object maps into a patch on the Gaussian sphere.
The patch on the sphere will be large when the corresponding part of the surface
of the object is strongly curved. Conversely, it will be small it the surface is almost
flat. The ratio of the area of the patch on the sphere to that of the patch on the
object becomes the Gaussian curvature, as the patches are shrunk.

15. The Extended Gaussian Image

The Gaussian imaze can be used to man any inforiiation which is given on
the original surface onto the unit sphere. We now introduce a particular mapping
called the extended Gaussian Image (EGI). It is convenierit, to think of the EGI
in terms of a mass distribution on the surface of the Gaussian sphere. Imagine
first that the surface of the original object is covered with a material which has
unit density (mass per unit area). The material from a patch on the object is then
spread onto the corresponding patch on the sphere. The density on the sphere will
be low in areas which correspond to parts of the object which have high curvature.
Conversely, the density will be high in areas which correspond to parts which are
nearly planar.

In fact, the density is just equal to the inverse of the Gaussian curvature. The

EGI, in the case of a convex object, is the Gaussian image of the inverse of the
Gaussian curvature. The reason we choose to define it this way, is that it allows
us to estimate a discrete approximation of the EGI just by counting how many
surface normals point into cells on the Gaussian sphere, as will be shown.

The shape of a surface can be given by means of parametric formulae. The
Gaussian curvature can be computed in terms of the first and second partial
derivatives of these formuian. We completely side-step the need to estimate these
derivatives by using the inverse of Gaussiai curvature and the definition of curvature
in terms of areas of corresponding patches. This is important, because it is unlikely
that. derivatives of the somewhat uncertain surface orientation information would
be very reliable.

17 i
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Figure 12. The extended Gaussian image of a polyhedral object is a distributioll
of point masses on the sphere. The position of the points is determined by the
orientation of the faces of the polyhedron, while the masses are equal to the
corresponding areas. For clarity only points lying on the visible herisphere of the
(;aussian sphere are shown.

Polyhedral objects have planar faces of zero Gaussian curvat ure. What then is

patch onto the corresponding patch ,ri the Gaussian sphere. we see that the EGI
of a polyhedral object is just a collection of point masses. Corresponding to each
face, there is a mass equal to the area of the face at the point where a line parallel
to the normal of that face intersects the sphere.

16. The Orientation Histogram

We can estimate the EGI numerically from the experimental data contained in
a needle diagram. First of all, we divide up the surface of the object into patches
corresponding to picture cells. We know the surface orientation of each of these
patches arid so can place a mass at the appropriate place on the sphere. The mass
is equal to the surface area of the patch. We just have to remember that, because of
foreshortening, the areas of these patches on the surface are not all equal. That is,
patches which are inclined a lot with respect to the direction towards the imaging
system are larger thin those which are perpendicular to that direction.

To tally up the result, we divide the surface of the Gaussian sphere into cells.
This is called a tesselation of the sphere. One can associate a mass with each
cell of the tesselation, equal to the total area of the surface patches which have
orientations falling within the range of orientations belonging to the cell. We call
the result an orientation histogram, because it tells us how much of the surface
is oriented in various directions. In the limit, as we make the sizes of the cellsL. i9



Vigurc 13 :PIVh ex~ eoti.d Gauissian miace 1K1!) of an ob~ict ca-, be estijmated
tliglte kno%%n orient atitn oi' surtack. patce" iCoritespolli rig zo picture ccl s.

A\ iit inass is placed ol tile Gu-ussiar. corespotid Fe' to ev]ry U rface
pat cii. Fihe posit ion ott lie sphereis I- et erinird bY Owm orn( ltitlli, while thle ritass
kequals tilie aclutal area (11 the slirf'acc p;t itr order to (ivprt,:,tm htis in formation
CO!V1'211teit ly IIItt ile Collipttr. thet sphekre is (1!%id&e6 lp In to cel Is, and tile total
mnass dlet ermined for eachi cell. '1 hec ,iiscrcL(- approxiiinat ion of' Ohe LG I is- cailled tile
orientation histogram.

14111;111er arid smaller, at thle same timen also dividing the image More ;Ind More finely.
lie orientation histogram~ beOcomeIS tile extended Gaussian imiage. It shiould now be

clcar why we chose to define thle FGI the way we did.

11wli orientation histogram can be represented graphically in a number of ways.
()tio can show a sphere with a normal vector for each cell of' lenigthI proportional
to the( riass in that cell. This is called a spike model. Another way, if a grey level
display is available, is to show a sphere with brightness in eachi cell proportional

o ti( lie ass in that cell. Tile sphere Canl be projected onto tli(' display surface in
a ,ium~tber of ways, as, for example, orthographically. A slightly better display is
obtainerd if the sphere is projected stereographically, since the angles between cell
edges are preserved in this projection an d it is possible to show more than one
liernisphere at once.

17. Properties of' the Extended Gaussian linage

At this point we may take note of some of the properties of thle EGl. First of
all1 . tw hin ass of thle whole 1"(3 just equals the surface area of the( whole object.
H i is follows direct ly from the definition of the EGI.



Figure 14. An orientation histogram can be shown in the form of a tesselated
sphere with perpendicular spikes drawn on each cell of length proportional to the
total mass in that cell. The result is called a spike model.

Next, consider the apparent. cross-sectional area of the object when viewed from
a narticular direclion A- nIot'd hPfnrp A oirF;ce nptch w)) : prwpr 'nr,,cihnrt c _1
if viewed from a direction other than one parallel to its normal. The apparent area
is the actual area times the cosine of the angle between the surface normal and
the direction towards the viewer. The cross-sectional area is just the sum of all
of these foreshortened patch areas. Now imagine looking at the object from the
opposite direction. The silhouette of the object is mirror reversed, but the apparent
cross-sectional area should be the same. This must hold for all possible direct ions.

Suppose now that we cut the Gaussian sphere into two using a plane at right
angles to the given viewing direction. All visible surface patches correspond to
points in one hemisphere. These are the patches with surface normals which make
an angle of less than 900 with the direction towards the viewer. Let us call this the
visible hemisphere. Surface patches corresponding to points in the other hemisphere
are turned away from the viewer.

The first moment of a mass on the surface of the sphere, relative to the dividing
plane, is just the product, of that mass and the perpendicular distance of the mass
from the plane. This distance, in turn, is equal to the cosine of the angle between
the radius and the direction towards the viewer. It follows that the first moment
of the mass distribution in the visible hemisphere is just equal in magnitude to
the cross-sectional area of the object! Since the cross-sectional area is the same
when the object is viewed from the opposite direction, we conclude that the first
moments of two complementary hemispheres are equal in magnitude.

They have opposite signs, however, since the masses are on opposite sides of

20



Figure 1.5. The cross-sectlotial arca of n11 cluedt clnl hel ohil:;i:d 1): iidl li p
tite :liluiiciit. areas oi all visible siirlac rv'c p v it> hc li ppairn:i :ii i> Th. i)roi!tt
of thIe acI talI a rea an it If cost I: C of' If Iv ;, - a ' bet ric the ! ufu!ce o ; I,( li t,
dIrCuC tor towards the( viwer, Nov,-. If: rI,or (itL I ;i lari't, 1imi !1 i (clater
of' I Itc sphero. can be I oi;id !).N I' il rodujct of t1C Ii~s>o: thlt SuIriacu
andl~ theuir perpendicular dijtauc( from hie 1i~II( Tl, dlist ilc cu~ii t cC-iC

Thllus thle moment, of t he visibie heta isphicre is ecGUiii to the aiwarcn I ro --sec ional
area o lie oject! Sinrce the obj-ct. has the sante ;appa-ren ae wi :llae fo

the opTosite, direction, tite moments of' the( oppcestc etniplfa:' inu:>t be f ilal In)
Irriuari it tde. TIhe nmomient of thle muass di,ribuiitw: oil 1tv wf, . t h'! r, I i. szero.

if t'his, Is to be true For all chices( of \i di: irectlit, 1ri. WiI! .!1~

extended Gaussian Image must be at thle origin.

the( dividing plane. The first moment of thlia '(, t I ri:u of ie( first

rnonictnts of the two cornplement ar 'v hem ispiLrv 'I' h: 1'. F'' iol\m from

the above, that the center of mass of tile 111i ott OI Iit. C.' ;.gr this

has to be true for all dividirtg planes. we (motlc( 1 :.I r*:. ' (0l> i!fih

H(I is at the center of thle sphere.

Ant even more powerful reslt %Vd: deive-Od by Mlite.o'. 'i iT. J-17 Ilb first
showed that the areas and orientation" of' Owi faces o i a i('' '! p(, aidroll !ia'; to

satifY tile condition given above. But thenl he \erilt o!~ i i~ p L ( a' h(I" old is nv
onc convex polyhedron which has faccs wit h lie given arva' a!o( icil ntat ions. Ill
our term inology , no two convex polyvhed ra ha~ve litie saw F (1 Ill -i towed this Ii

arn indirect way', by noting that Owh conVeX Obhe('t tiitiirtillfe 0t fi' itegral of thle

product of Surface patrci area with dist a nu of' the paich from the originj subject
i() thii cotitrairlt that tOwi volumne I., fixed. 'I he 1,1j( et is 1lliiquc\ (I dol rTiiitid sinlce
there is onily one global miritniu While hnikowski's proof is, riot coiistriictive, it



has been used recentlY, by' kailIL", li11tl Of t,11 V iwivrs;t of B~ritish (hihint
1 iinig ii ilerativec r'conistruion 11 inc. hod (,()I ille polyheltdral Case.

f'lit result was txttiided latert cc )(OtiVtx. stiiothis eir'se I objects. It wsshov il

I. oat I ilere is a unriquie coznvex object corrcepoiidimg to' al] J-G1 wllt V el!t r of lma"s

Mt the (.enter of thit diere. It :nay% be, ti ought that this result restricts, our iet bod
to convetx objects, Sice a oive:i Etli is shared by\ imiaty, all ii1ililte rilfib,- to faC':.

o1 lion-tort vex ohtect ,. [Fis 1, not a problem, howev. 511 sitw 11 1r,z ::ilox ha
I xvo objctts found init ty, picai app!ltcation hiave tile saime lJ 11. 1 bert- are. mx',ever,

oterpobeil viI 101 cnexoJects, wicoh xvt I be ad dressed !later.

IS. Tesselat ioZ or t lie Gwissian Sphere

lowv do we divide tilhe Gaiussiani sphere intoC cci5 to I tbetl c '1 l: Wstt

tio, orWentationl hislogralnt) Ideally the( cells should satlsfv thn folloxvtrig- Cr;' rria:

1. T hey should aill have thle sarrie area.

2. TVhey should be well -rounded.-

:i, lfie should( all have the( samie shape,

1. Each cell should map on to aniot her cell for soiei s et of rota:tiorii of tht sphere

It is possible to sat isfy these crit eria if tilhe sphei e is to be covered *.i ioti xa f(cxv
cclis. We ca-,n use the t esselat ions produced by proj ecting I heL reguii sol id (iS to hfe
sphere. I hese give us six cellIs for thle cube anid twcel ellI s f'i* . i i t(h lt i

for examiple (The tetraficcdron. oct ahedrori aiid icosahedroii art, less .itbl.since

ic y do riot lead to roiintded cells). The cells Ii each ease liiave the ;aintiu ,ape and
area. 'hi'( project ioii of thle dodecaied ronl even leads to xvell ron iied cells. Also.
tiie cells mnap inito one another for a finite iiumber of rol atiolis. Ili the( case of tilhe
dl0(e('altd ron and the icosahedrirl thi1S lgroup1 of rotat ioiis has,, 60 elc ment s.

Defore we go any further, lei us see how one might calculate which cell a
particular surface normal belongs to. It turns out that the( edges bel WCen cells are
port ions of great circles of equal distanice from the centers of the cells. ']'he ceniters
of thle cells in turn are the vertices of thle dual of the given polyhedron. Tlhus all
We riced is a list of urit vectors pointing in the direct ion of the vert i s of the dual.
We assign the unknown unit vector to the cell for which the dot-product 1 s largest.

Vnfortunfately, even 20 cells is not good enough, particularly if we keep in
miind that the visible, hemisphere is covered by only 10 of these' It helps then to
look at. sc YrIl- r( grulr solids. Semii-regular polyhedra differ from regular ones in that
triore than one type of regular polygon may be used t~o construct the surface. The
edges are still all the same length however. Combining pentagons and] hexagons,
for example, we obt aini the truncated icosahedron. It has 12 pentagonal cells and
20 hexagonal ones. T[his is the tesselation of the soccer ball. It. has the advantage
over the icosahedron t hat its cells are fairly rounded.
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iure 16. OTnP way to tesselate the sphere is to project a rc-ular plhdo
pl aced at the center of the sphere onto its surface. A reguiar (lodecaihedron leads
to a tesselation into twelve pentagonal cells, while a regular irosahedron leads to
teuity trianigular cells. The resulting cells are curvilinear polygons whose sides are
pe oriios of great circles of thle sphere.

Figure 17. The tesselat ion used in thle con-t ruct ion of tc li occvr b;all is obtained
pr ecclnr a sem r i a oye o.t- ru neat ed ICOS ihc(rolii onto the sphere.

Phas 32 cells. Another usefufl esselat ion is ob' alined by proiject tug the Petitakis
ddcacedron which is itade by dividing eachi pct agon of thle dodecah-edron into
hve equal triangles. It has 60 equal (but niot regular) fares. If cacti of these triangular
faces Is further divided into four smaller triangles, oyie oblains a frequency two
gOde(Isic doine with 210 cells. This tesselation was used for the figure of the spike
Model of the orientation histogram.

19. Geodesic Domes

To get still finer tesselations, we may use geodesic domres. To const ruct such
a domne, one starts with a regular polyhedron anid divides its faces into triangles
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(unriless, of course, t heY are a Ireadv triangiilar). In this way, for %xn i,.-e get
ill P enii s dodecahledron, with 60 faces, fromn tie dode('ahedIroni. .A-gi l;inst

vectors to cells is particularly easy in t his case We just nived to k now wh io h cell of'
tie diodecahed ron had thle s(cQrid nearest Cetier to thle iiiknlowli in ordler to aissigni

it to one, of' the five triang-ular culls into xwhiich a particular cell of the dodecahedron
has been divided. Little extra work isIvle sinice we had to coinput e the required
dot -products already to deterrnine the cell with the nearest center.

lIn a still finer geodesic dome, assign inrit of an uinkniown to a cell can be done
C~ifieI Tt I. using st epwise refinenient. This I,, poIssible because the cells al sIXcessive

leescan be arranit ,ed in aI hierarchy. Only thiree ilv (iot-pri)(hict s ar, iwcdci for
each level of refnienierit. If even this is considered too slow, a looki;un taiule cn
i)( contruflcte~d Iiidexcd lI quantlized values of two) of the C0iOi Sof 11-ell;,

Vct or.

Trianigular cells have corners which are furt her ax%iiv fromi thle c cnitrr I ha
th ose of a more rounded eellI of equal area. So tesselatiort s wvith IiriaNtgilar (Cci are

riot as desirable as 01 Iicrs. Thus wve ought to actuail use thoi dual-s of' g ode-sic
domnes which have many (irregular) hexagonal cells Plus t welvxe pe i~n~lCells.

*ri fort unatelv. it appears that it is now miore expensive to comnput e *xhicii cell an
1ti nihrown norirral belongs to, since there is rio longer a niice hiierarc hical arr~iII iietr.

Geodesic domes can be made with very large nutribers of cells. hlow miany cells
are enough?0 It is clear that if we hiave too fewv cells. arigulai resolution wvill be
low arid the Orient at ion histogram a poor approxiation to the 17G . C~onversely,

! l,.i t lidl Wvo ii cenis, winy a few liorils %NIl iii a in anyI given c'ell. i nat
incans that thle total III a givenT cell is a very noisy estirimatL cOf the0 average (If thle

iniverse of' the Gaussian curvature. W\e have found that a few hundredU cells Provide
a reasonable coiproti se. Tire answer depenids. of course. oii several Jet ails, such
as b1ox Many picture cells fall on the region corresponding to the object (of interest.
We typically used 256 -, 256 images with a couple of' thou.sanid pictulre cells on tire
object of interest.

20. Prototypical Object Models

In order to recognize an unknown object, and determine its attituae in space,
data derived from its imTage is compared against. that obtained fromn a stored model.
The approach outlined earlier works well for determining an orientation histogram
of an object given as a prototype. The surface cair be divided up into patches and
the orientation of each one determined. Thle patches do not necessarily all have
thle same area. T[his is easily taken into accounrt, by Weighting tiheir contribution
to the orientation histogram accordinrg to their area. Note that thle prototypical
orientation histogram is known over the whoic sphere. unlike tire one obtained
fromT thle needle diagramn. InI that case we only have information for the visible
hemisphere.

Astored prototypical orientation histogram is to be com17pared xwith one( obtained
fromn a needle diagram. T1he picture cells in tire imiage all have the same area. 'rhe
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areas of the corresponding patches on the surface of tile object are riot all the same,
however, because of foreshortening. We could correct for this, when constructing
the orientation histogram from the needle diagram, by dividing by the cosine of the
angle between the direction towards the viewer and the surface normal. Applying
the correction this way has the unfortunate effect of amplifying errors associated
with measurements of surface patches whose normal is nearly at right, angles to
the direction towards the viewer. It is better, therefore, to instead multiply the
prototypical orientation histogram by the cosine factor, when matching the two.

Also, note that we can only calculate the actual area if we know the properties
of the camera and the distance to the object. Photometric stereo does not provide
us with the latter information. We may riot be able to tell the absolute size of the
object in this case. The LGl can be normalized by dividing by its integral over
the sphere. The result can be used in matching. Naturally, we lose the ability to
distinguish objects with the same shape but, differing sizes if we do this.

A further complication in the case of an orientation histogram derived from
images is that we only get information on the visible hemisphere. Surfaces whose
surface normal is turned more than 90' from the direction towards the viewer
carnot be seen. In fact, because of limitations of the photometric stereo method, we
typically have information about the surface over an even smaller area, perhaps up
to 600 from the direction towards the viewer. Some obvious methods for matching
extended Gaussian images work only if the whole sphere is known.

21. Moment Calculations (*)

It is not difficult, for example, to calculate the inertia matrix of a mass
distribution on the sphere. David Smith at MIT developed a method based on
this Matrix of second moments. This matrix is useful in that it contains all the
information needed to compute the inertia of the mass distribution about an
arbitrary axis through the center of mass. In particular, using straight-forward
calculus methods, one cati locate three special axis corresponding to stationary
values of the inertia (maximum, minimum and saddle point). These directions,
called principal axes, are at right angles to each other (unless the mass distribution
happens to be especially symmetrical).

The principal axes are fixed relative to the mass distribution. That is, if
the mass distribution is rotated, so are the principal axes. The relative rotation
between two extended Gaussian images of the same object can be found simply by
calculating the rotation needed to align their principal axes. This provides us with
an explicit algorithm for directly computing the attitude of an object relative to
its prototype. Nothing more involved than the determination of the cigenvectors of
a 3 X 3 matrix is needed and that, in turn, just requires the solution of a cubic
polynomial.

We cannot use such an elegant method here, unfortunately, since the
cx cr1tue ntally obtained orientation histogram is known only over some part of the
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as (dots on the unit, sphere. On. inass dist ribution on the shtiere eould bc !Ined up
with another, just by ling up the principal axes. Thi, repr.scint a st rightforward
technique for determining the attitude of an object if the whoh L GI is known.

sphere. Also, the match must take into account the foreshortening efTect. \Ve do
not however have to throw out methods based on moment calcnlations altogether.

We can, for example, make use of the center of mass of the visible hemisphere.
We saw that the center of mass of the complete EG1 is always at the origin. It
is therefore of no use in matching. The center of mass of the visible hemisphere,
however, will be at a position which depends on the attitude of the object. We have
shown that the first moment of the mass distribution on the visible hemisphere is
equal to the apparent cross-sectional area of the object. Now the mass in the visible
hemisphere is equal to the actual area of the portion of the surface which is visible.
Consider again the plane cutting the sphere into visible and invisible hemispheres.
The perpendicular distance of the center of mass from this plane is just equal to
the ratio of the apparent to the actual surface area. This will typically vary with
the attitude of the object. If we view a foot(ball end on, for example, we see half of
its surface, but the apparent. area is relatively small. Conversely, when we view it
from the side, we also see half of its surface, but. now the apparent area is relatively
large. The ratio is determined easily from the orientation histogram, or, for that
matter, directly from the needle diagram.

While the center of mass of the visible hemisphere does not uniquely define the
attitude of the object, it can be used t.o save computation. To speed the matching
process one can precompute the expected center of mass given the prototypical
orientation histogram and a set of viewing direction for which the match is to be
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Figure 19. In the case of an object which is not convex, like a torus, the Gaussian
curvature will be negative for sonic points on the surface, and more than one point
may have a particular orientation. In this particular case, two points on the surface
coitribute to a single point on tfie (Gaussmn sphere. Furherniore, some parts of
LiIC stir[ace may be obscured even if tie suriace normal tlerc wnaKes atn angle ol less
than 90' with the viewing direction. The definition of the EGI lips to be modified
to take these effects into account.

attempted. Any viewing direction for which the center of mass is not at least in
approximately the right position need not be scrutinized further. The discrete set
of directions to the viewer for which this calculation is performed may be chosen
to be the directions to the cells of the Gaussian sphere for convenience. It may also
be advantageous to eliminate potential matches for which the second moments do
not agree, although we did not do so.

22. Objects that are not Convex

There are three problems with objects that are not convex

1. The Gaussian curvature is negative for some points on the surface.

2. More than one point on the surafce may map onto the same point on the
Gaussian sphere.

3. One part of the object may obscure another.
I

The precisc definition of Gaussian curvature takes into account, the direction in
which the boundary of corresponding patches on the object and the Gaussian sphere

27 4
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are traversed. At a convex (or concave) point, the Gaussian curvature is positive, and
the boundaries are traversed in the same dirt ctlon. If they arc traversed lit opposite
directions, as happens at a saddle point, the Gaussian curvature is considered to
he negative. Analysis of our simple local process for conputing the orientalion
histogram suggests that we extend our definition to he the inverse of the ab, olute
ialuc of the Gaussian curvature, since no account is taken of this.

Also, consideration of the local process for computing the orientation histogram
suggests how one can deal with the fact that more than one point on the surface
will contribute to a given point on the sphere. We simply add up the inverses of the
absolute values of the Gaussian curvature at the corresponding points on Ithe object.
This idea can be further developed to deal with cases where all points along a curve
or even in a region have the same orientation. We obtaini irl!utlse furict lis or, I,e
(;aussiaii sphere in these cases. We have already seei this in extended (;au,.,aii
images of polyhedral objects.

The mapping from the object to the Gaussian sphere is not invertible, uilcss
the object is convex. The only consequence of concern to us here is that there art
ai infinite number of non-convex objects corresponding to a particular 'GI \Ve
do not, however, expect to encounter two different objects with the same ill a
typical application.

Obscuration is a more difficult issue. In many cases it will be a small effect except
for certain directions of viewing, where parts of the object appear to be lined up.
One solution is to take obscuration into account by building a view-point dependent
EGI, addig in uniy tIe contributions from surface patches that are actualiy visite.
The discrete set of directions to the viewer for which this calculation is performed
may be once again chosen to be the directions to the cells of the Gaussian sphere for
convenience. There is a considerable increase in storage required, but the matching
is now no longer disturbed by the effects of obscuration.

It is interesting to determine the EGI of some non-convex object. We can do
this for a torus, a good model of the object we used in one of our experiments.
The torus is a solid of revolution obtained by rotating a circle about an axis which
does not pass through the circle. Consider a plane containing the axis of the torus.
It intersects the torus in two circles. It should be clear that points on either one
of these circles correspond to points on a particular great circle on the Gaussian
sphere. This great circle is obtained by cutting the sphere with a plane parallel
to that used to cut the torus. Consider the diameters of these circles which lie
parallel to the axis of the torus. The relationship between one of the circles on the
torus and the circle on the Gaussian sphere is very simple, one is just a dilation of
the other, and points at equal angles to the relevant diameters correspond to each
other. Note, however, that to each point on the Gaussian sphere correspond two
points on the torus, one on each of two circles.

Now add a second plane containing the axis of the torus, but. rotated slightly
relative to the first. Two narrow slices of the torus lie between these planes. Repeat
the construction for the Gaussian sphere. Two pieces shaped like slices of all orange
are cut out. These so-called lunes of the sphere are delimited by meridians (lines
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Figure 20. A pl.Ie pa.-sing hrough thc axis of a torusi cuts its surface in two
circles. A parallel plane p, i'g through the axis of the Gaussian sphere cuts it in a
great. circle. Points r. the two circles of the torus map onto this great circle. Thus
two points on the surface of the torus correspond to every point on the Gaussian
sphere.

of longitude). Points on one of the slices of the torus map into points on one of the
lunes of the Gaussian sphere.

Each of the slices of the torus is narrower where it comes closer to the axis
of the torus than where it is further away. The width varies linearly with distance
form the axis. This makes it diflicult to project. one slice onto the Gaussian sphere.
It is much easier to consider the two slices together. To obtain the mass density

projected onto the Gaussian sphere we have to add up contributions from both
slices of the torus. Assume now that the slices are very narrow. If one adjoins the
two slices one obtains a ring of constant width. The mass from this uniform ring is
now projected onto the two lunes on the Gaussian sphere.

(Consider encircling the sphere with evenly spaced parallels (lines of latitude).

These lines cut the lunes into quadrilaterals. '[lhe quadrilaterals are widest near
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Figure 21. If two planes are used, tvwo slices are cut from the torus. l':,-ncs
parallel to these cut two hines fromn the sphere. The two slices nr. riot of co;lst,int
v, idth, but can be abutted to form a ring of constarit width, provided that the
shces are very narrow.

Figure 22. The ring constructed form the torus has to be mapped onto the
lunes of the sphere. We can divide the ring into equal strips along itF circumference.
Each of these strips corresponds to a cell, namely a piece of one of the luics lying
between two curves of constant latitude. The mass in each of these cells is equal
to the area of one of the strips of the ring. Therefore the mass in each of the cells
is the same. Tese masses are shown here concentrated at the centers of the cells.
Clearly the mass density varies inversely with the cosine of latitude, since the area
of the cells is proportional to the cosine of the latitude.
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the equator arid becomie progressively narrower as one approaches one or the other
of tile poles. They correspond to square areas of fixd size on the ring we just
constructed. Thus the mass projected into each of tile quadrilaterals is the ,aine.
But the area of the quadrilaterals varies as the cosine of [at itude. The niass de nszty
on the Gaussian sphere thus varies inversely with the cosine of latitude.

The area of one of the slices of the tortus equa': the area of the whole torus
times the angle between the two cutting planes divided by 2-,. Ile (GI then ends
up being equal to the area of tile torus divided by 2,r tines tile cosine of latitude.
The EGI has singularities at the poles, where the density increases without bound.
The poles correspond to the two circles on which the torus would rests if it were
dropped on a planar surface. The singularity at a pole arises because all of the
points on the corresponding circle have tie same ,urface orientation.

Note that all toni with tie same surface area have tire same EQ 1. To fi ld the
area of a torus, consider it. to be generated by rotating a circle about an axis. The
surface area then is equal to 4 tirnes r, squared t iies the product of(' the radius of
the circle and the distance of the center of tire circle from tLhe axis of revolution.
Thus all torii for which this product is the same, have tire same surface ara and
thus the same EGI. Some will be large arid skinny, while others will be small arid
fat.

While there are niany non-convex objects which have tihe same EGI as tile
torus. there is only one convcz object which has this property. It can be sho% ii that
this object is a solid of revolution obtained by spinning the curve of least energy
about, an axis through its endpoints. '1 fie curve of least energy is tire curve which
inininizes the integral of the square of the curvature along the curve.

23. Attitude in Space

The attitude in space of an object is its rotation relative to some reference. To
determine the attitude of an object, its EGI is matched with the prototypical EGI.
It is easier to first explain how this can be done in the case of solids of revolution.

A solid of revolution is symmetrical about. its axis. The attitude of a solid of
revolution is fully specified by the direction of its axis. The direction of tile axis
in turn can be specified by the point were a line parallel to tire axis intersects the
surface of tho' Gaussian sphere. Alternatively, it can also be given in terms of the
anigle it makes with the image plane (elevation) and the angle between its projection
in the irage and some reference axis (azimuth).

The image of a solid of revolution is symmetrical about the projection of its
axis. We could therefore simply find the axis of least. inertia of the image region
corresponding to the projection of the object. That would pin down one degree of
freedom with very little work. This would however mean resorting to binary image
processing methods discussed earlier. Their accuracy depends on how well we can
tind the silhouette of tile object. It is better to work with the surface orientation
in IforiTiat ion.
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Figure 23. lcre is onil owit coivx ohIIect ',hIih l-,he l'G1 is a torus
It Is a solid of revol utitor obtatmed ov spinning the east ilwrY curve alout :I axis
through its (rtdpoirtts. The 1( C.M I (iV Crv is -i' .- pt i)I)pt'd bV a uiforN

angles to the line connecting the two points. Such a curv( cant bC used to obtain
smooth interpolation between given potit" and its shape can be gieri in teorms of
elhptic integrals.

We can sample the space of possible directions for the axis, trying to match the
E(IG for each one. It is desirable to sample the space of possible directions evenly.
The reason is that ot ought to search the space effcitently and avoid sampling
one area more finely than another. This leads us to the problem of placing a given
number of points "uniformly" on the surface of a hemisphere. We are looking for
placements which maximize the minimum distance between points.

This is a problem which has received some attention. It is known, for example,
that the best placements for four, six, arid twenty points are obtained by projecting
the regular tetrahedron, octahedron arid icosahedron onto the sphere (The other
two regular solids, the cube and dodecahedron, do not lead to optimal placements).
It turns out also, that for 32 points, the combination of the dodecahedron and its
dual works well. There is no general rule for the optimum. Fortunately, however,
the centers of the triangles of geodesic domes appear to provide near optimal
placements.

We need not, perform a detailed match for each of the chosen direct ions for the
axis of the object. Only directions for which the center or mass matches reasonably
well need to be further explored. This means that very few full matches of HGIs
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Figure 24. To evenly SailIleI the spadce of' poissile at Iilid ill "Oic a obi sond
of revolut ion call apiwar, wt' need to place points onl; a ~(r'So 111 1 thU cv elily
sample the surface of' t he sphiere. Ideally, eachI poilit shioulId have thr . istance

to its clos;est neighbor. Th is can be uionie on ly if th~e nuimiiber of poiiis is smrall.
Thie optimial placement of 12 points, For CXaMple. call be fouind 1) comnbini ng a
dlodecahedron and its dluial , the icosali edron . For a larger ii uiribir of' points, oiie
searches for a placeinviid which maxi i/.es the miiiii i nuiii separation between poinit,
on the sphere. There is no general method known for solving th is problem. although
geodesic domes combined with their duals are reputed to he good.

actuaiiy have to tDC perlorined. t he axis direction which gives the best rmatch
is considered to be the correct direction of the axis of the solid of revolution.
The match is repeated for several differeit, prototypes if one is to distinguish
bet ween several differenit. objects. T'he unknown) is considered to he 11'e object whose
prototype it matches best.

Another approach. is to First determine the axis of least inertia of the mass
(listribution on the visible hemisphere of the EGI. The projection of this axis into
he titiage plane gives us the axis of syrninetry of' the limage of the object. 'this pins

down one degree of freedom (azimuth) with very little computation. It only remnains
for us to find the inclination of the axis of the solid of revolution (elevation). Thus
the search space is reduced from two degrees of freedom to One. Significantly, the
axis of least inertia can actually be computed easily from the needle diagram before
proj ection of the normnals onto the Gaussian sphere, since it is easy to add up the
required products to compute the first and second moments. 't'his approach has the
ad vantage that the tesselation of the sphere can be lined up with t ie axis of least
inertia be.fore projection of the surface normals onto the Gaussian sphere.

24. Matching Orientation Histograms

Two orient ation histograms with their cells aligned caii he mratched in several
ways. One can, for example, take the sumi of the squares of the diffemences of the
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totals in corresponding cells as a measure of how different they are. The bUcs malch

of a given orientation histogram with a set of prototypical ones is the one for %hi( h
this s u in Is smallest. Alternatively, orne can compute the suiii of the products of the

totals in corresponding cells. In this case the best match is tle ole which produt(cs
the largest correlation. :\n advantage of the first method is that a poor natch call

be rejected without completing the computation whenever the accumulated suin of
the squares of the differences becomes large. More complicated, but also mort' ad

hoc, comparison functions are easy to drearm up.

There are some problems with this approach. This is best illustrated usiltg
.i polyhedron as an example. Suppose that one of the faces has a inormal wlhich
points in a direction which just happens to correspond to lie edge bet%,wn t\%o
cells on the tesselation of the sphere. Then, a tiny change in atltitlide ',I. 1io',V

the full coiitribution of this particular face from one cel to a neigh borin cc;;.
Thus tile LGI is changed rather dramatically and the match will be lipset. The
problem is in uch reduced for sinoothly curved surfaces, but cannot be igiored ()ne

approach to this problem entails storing a vector in each cell. which is the smi ;f
the weighted surface normals.

Another approach, is to perform the projection several timne-, for each attitude.
with slightly different aligninient of the cells. This would have to be done for both
the prototvpical and the experimental data. The total amount of work would bt,

multiplied, in this case, by the numnber of shifted tesselations that. are to be used.

In practice there are always small errors in the det'rrmination of surface
orWltation, due to noise iii the grey ievei measurements. ;\oise in, estinati g surlace

orientation tends t. smnooth the distribution on the sphere, since it displaces some
surface normals to the cell next to the one they ought to have been assigned to. The
fineness of the tesselation obviously aflects how the effects of ioise will manifest,
themselves. If we make the cells large, few surface normrials will be placed into the
wrong cell. Each cell will have a large total which, statistically speaking, is likely to

be a more accurate estimate of the average of the inverse of the Gaussian curvature.
At the same time, large cells mean poor accuracy in the determination of attitude.
Conversely, if the cells are very small, many will have a zero total, or perhaps
just from one patch. Such noisy distributions are hard to match. The problem is
entirely analogous to that of picking the "right" histogram bin size for estimating
two dimensional probability distributions from a finite number or random samples.

We do not know of an elegant solution to this problem- Inspired by the
smoothing effect of noise, however, we decided to deliberately smooth the orientation
histogram before matching. This is equivalent to matching a given cell on one
histogram with a weighted average of the corresponding cell and its neighbors on
the other. It is also possible, when building the orientation histogram, to distribute
the contribution of one surface patch to several cells according to how close their

normals are to that of the given surface patch.

Flow many directions should one try for the axis of the object? On the one

hand, one need not try too many, since surface normals are not known perfectly
in any case. One cannot expect to find the direction of the axis with much more
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accuracy than that with which the surface liorliials can ht foil;ld. ()a1 ax other

hand, one has to trv a large enough number of directions to lobaKe sure that the
cells on the sphere are brought close to their correct positn1 .. ,\% ax is direction
must be tried which is close enough to the correct one, so thi rost of' lhe cells
line up with each other. In a typical case. we found that about a ho ridred represent
a suitable compromise. RTenienber though that lG Is will hiiave to be rniatched in
d( tall only for a few of these axis directions. The rest will be rejected on tlhe basis
of a gross mismatch in the center of mass of the visible hemisphere.

r; practice, we find that the direction of the axis Of an oljcct cIII be dl erriTIed
with i r ' accuracy of about 5" to 10". This is good etiouglh to perllil a robot arl
to pick the object op. If better accuracy is rcquired in atltitude, : Il(chaillcal

allgnrliv(lt toethod 1i:iy be used afte r the object has beei ilted iFee of tie others.

25. Reprojection of the Needle Diagram

Pf we wish to coniparc ei(' xperilnletltl a[ € itiiI iilsi()griit;ro ' Tl n iFO

tilt' I l'd (t dliit la i ll %%it. i tlit. s\llthet ic ole oh[l;Iilited 4'1 on, tor o ( clt iiouel, we

Cain arlallge fot tle, l ,ls of Iue two to lile uip. W hell the vXlcr[1[i1T'ial orlcntatioll
hi.'togralll is nlow,, rotated however, its cells will generally nio longer line rip with

!hlose of tih' svnlletic orlentltliol histogram. Tis miearls tlat one ha> to rotate
the normals ill (ne of jileni, before projecting then onto a t esselat d sphere in

the standard att ituIde. Rt-projectioi of the Ilorlmils li- r-m K :0o)5 ,1,::VlcetllV

lo'rt(irflecl witti the svtlttitic data, since it call be done oice. ttc;Ied ot ririe. and tile
:15(1 I stored. Fort tlIi atell, as lleritiotied before, we can irea ylv reduce the effori if

'"c: .oscr tesselat ion hias the property that tile cells wil! lir ip aan at cast for
bo:iii' >peclil rotations, .. X tcsselallOll with this propertv s!1:1Wti: .latch: sI NtIy
.,o:iic rotalions of the orit'rlatlll histograii merely prrrrzut, Ih- totl it! i ( cells

This i, why we were interested in choosiig tesselations which ha vc this property.

The faces of the regular solids will line up for the rotat1m,. helongigrig to tile
,iite subgroup of the continuous group of rotatioris corresponding to thiat solid.
I' It'se subgroups have size 12, 24, and GO for the tetrahedron, octih cd ron and the
Icosiiwiedrolu respectively. Tesselations based on the icosailhtdron and its dual, a,, for
('::anlIph', the soccer ball and tlie I1entakis dodecalieron, ivc thc sanie rotation
group Ii the case of the soccer ball, we can easily list tle rotationoi hy corIsidering
three classes of rotation axes.

1. 1, irst. we have a five-fold symmetry about any axis passing through tile center
of one of the pentagonal cells. This gives us (12,/2) X ,t -- 21 rotations.

"2. Secondly. we have a three-fold symmetry about any axis passing through the
center of one of the hexagonal cell, This gives us (20/2) X 2 v 20 rotations.

3. Finally we have a two-fold axis of symmetry about tile critcr of any edge
between hexagonal cells. This gives us another (30/2) - 15 rotations.

If we add the identity to tile above, \e end up with 60 altogether. ,nfortunrately.
*! :hre are no finite subgroups )f tihe group of rotations with a larger number of
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Fi~ure 2,5. Tlic soccer ball e-ar be uised to Ust Ii e I(Foiifi of oli<
hc (ifodjciedrort and( ii icos;ahedfroi. lIucre are six ivu-foid iixes oI sviai -rV\

pas~sing through the (itF5ol ('iih (ii th ltcitagonial ((lls. Thiere aire h-ir; hr( c-lold
aIxe> Of sv m met ry passi rig t Iirough lie CCeril eS of' the lex agori ] CCHS Is.,11 Iih]l. '.li crc
are( fift cc r two- fold axes of, sv lit( rv passinrg thirouighi the ccer Or, o the edges.
Iooet her with the ideni Iv rot ation oue obtainis sixty ways of' rot at imi t he ,occei
billl in such a wa - as to bring pentIagon al cells back Into al "igrICmeit V. ithI p('ltt a guTNIa
(e(ls15111(i h(iVxagolal cells hack into alignmnrirt with hexagonal (cells. ti fort linately.
lcr is rio finite subgroup of the group of rotations in threediinso~ wit 11 a
argetr nu m.1ber Of eleniCTts.

axis). 'To deal with ,riore than 60t rotations then, reprojectiori is required.

26. Corrections for Departure f'roin IdIeal Conditions (*)

Several of the imiplicit assumptions in the above analysis are violated in practice.
It is assuined, for example, that the brightness of a surface depends only on its
orientation, riot on Its position. This is the case when the light-sources are infinitely
far away, in practice, light sources are close enough to0 the surface on which the
objects are placed so that the inverse square law comes into play. TPhis can be taken
account of by a nornializat ion of the brightness values read. One first. takes imar,
of a uiniformn white surface using each of the three sources in turn. We found that

a linear approximation to the resulting brightness distribution is accurate enough.
All images are then corrected for the nicn-unifornnity in illumination by means of a

linear function of the position in the 'image.

There is another problem which is harder to deal with. Since the light sources
are nearby, the di'rection of the incident rays is not the same for all points. This

means that the computed surface normals will be Off. We found the error due to

this effect to be smaller than that due to non-uniform illumination and harder to
correct for. So we ignored it.

No image sensing device is perfect. Fortunately, charge coupled device (CCI)
cameras have very good geometric accuracy and are linear in their response to
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bri22htness. Ihe sensor cells do not, however, all have the same sensitivity To :!ght.
Some, due to defects II the silicon, are "weaker" than other,. One coulhd takt, itbi
into aiccoint by taking a picture of a point source on the optical axis of t he ca!Ilra
when the lens is removed. his would provide uniform illumination of the :,
plane. The result could be used for correcting all future brightness measurenietits.

Instead, we normalize the three brightness measurements at each picture
cell by dividing by their sum. This eliminates the effect of non-uniform sensor
response and al.;o accounts for t1uctuatloris ini illumination. Furthermore, it inakes
the systen insensitive to differences in surface albedo from point to point on
the object. Objects typicaily do not have perfectly uniform surface reflectance
properties. In our experiments. for example. the debugging effor eltailed episoics
of rather rough handling of the parts by the manipulator. The lnormalization
method used to deal with non-uniforin sensitivity of the image sensor automatically
also provides for fluctuations in surface reflectalice. '['his approach does however
make it harder to detect shadowing and mutual illumination, which we saw were
helpful in segmentation of the image.

At times. because of severe noise, an imaging device defect, or a surface mark.
an isolated point in the image will not be assigned a surface oriezitatiori by the
photonietric stereo method. We search for these isolated points and enter a normal
which is equal to the average of the neighboring values. The main reason for doing
this, is that such blemishes would count as holes in the computation of the Euler
number.

',e also have developed a method which will deal with noise using a constrainl
based ori the assumption that surface oriental ion varies siootlily almost e 'erv here
'So far, we have only assumed that the surface is continuous almost everywhere).
'L:t!s Iterative method, based on the solution of a calculus of variation problem. cal
dcal with severe noise, but is slow. Fortunately, we did not have to use it.

27. Picking the Object, to Pick Up

Once the image has been segmented into regions which appear to be parts of
objects, a decision can be made about. which one of these is to be analyzed further.
'hie region chosen should correspond to an object near the top of the pile. As little

a, possib1l- of this object should be obscured. This is so that. the manipulator can
('asly pick it up, but also, so that, matching with the prototype will work well.
Furthermore, there may be reasons to prefer objects with certain attitudes, either
because they are easier to pick up or because it. is known that the system is more
accurate in determining their attitude. No absolute depth information is available
from photometric stereo, so that it is not trivial to pick a suitable object.

Several heuristics can be used to select a "good" object for the manipulator
to pick up. First of all, the region in the image should have a relatively large area
if t(he object is unobscured. Also, the ratio of perimeter squared to area can be
used to estimate the elongation of the region in the image. A highly elongated
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region iiay be a cue that the object lies in an attitUde that the marlipu htor vill
have ditlh'ultv with. Filally, the l'uler number may be relevant. In the ( ,- of an
unobscured toroidal object, the luler u TIuber will be zero, unless the axis of the
torus is highly inclined relative to the direction towards the viewer.

Another task for the system is to decide how to pick ui the object, once its
attitude in space is known. [lhe system has to be told whicli points on the surface
of the object are suitable for grasping. Also, the gripper should bc placed so that
it will not interfere wNith neighboring objects. It is helpful. n this regard, to pick
a point which is relatively high on the object. Such a point can be found siiice the
object s shape and attitude are known. It would also be reasonable to avoli places
on the object which correspond to places in the image where nieghboiri ng Legions
come close to the region analyzed.

It may not always be possible to guarantee that the objtect can Ie 1i- :ed up as
calculated, particularly if absolute depth information is not available. Iii this case,
tactile sensors help to detect problems such as collisions with l1(ighboring o pjcts
and loss of grip on the part being picked up. It is best then to remove the arm from
the field of view and start over. An obvious problem is that the :ate at which parts
are picked up is not constant if this happens. Some mechanical buffering sche:e
can be used to solve this problem.

When there are no more objects to pick up the needle diagram will be uniform.
The image will then not be broken into separate regions and processing can stop.

28. Moving the Arm

Control of the mechanical manipulator is relatively straightforward coImpared
to the vision part. We have used photometric stereo and matching of orientation
histograms to determine the attitude of the object. we wish to pick up. The po,;Ztbon
of the region of interest can be estimated by finding its center of area. Tts binary
image processing technique is to be avoided, however, since the silhouette of this
region may be quite rough. It is better to obtain the position more accurately by
matching the needle diagram with one computed using the object prototype and
the now known attitude of the object.

The position in the image of the region corresponding to the object of interest
defines a ray from the camera. Since photometric stereo does not provide absolute
depth information, we cannot tell how far along this ray the object. is. The arm is
therefore commanded to move along the ray, starting at some safe height above the
surface on which the objects lie. A proximity sensor is used to detect when the arm
comes near an object. In our case, a modulated infrared light beam from one finger
of the gripper to the other is interrupted by the object. At this point the hand can
be re-oriented so that its attitude matches that of the object. The gripper is then
closed and the object lifted free.

N
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Figujrc 26. From a single camera pesit ion wNe cannot dci cmi nc the actiual three

(Imenusional coordiiiat es of an object. From where the object appears in thte imnage,
1mXwc\ r-. wve can tell 'Alhat ray In space must, be followed to find it. Yhe computer
coit r'i led arin car. then be sent along tins ray uint il it. detects the o!hject hy means
of a prio~imity senisor. To avoid tis relatively slow searcn, anotlier mnethocl, like
binocular stereo. c-an be uised to deterne the absolute distance to tile object.

29. Calibration of the Hand-Eye Coordinate Transform

In order to command the arn to trace along a particular ray from the camnera, it
is necessary to transform coordinates Measured relative to the camera to coordinates
rricasiired relative to tile arm. This transformation has six degrees of freedom and
car be represented by a translation and a rotation. It. is hard to determine it with
suflicienit accuracy using direct mneasurements of the camera's position and attitude.
It is much more convenient to have the arm move through a series of known
posit ions in front of the camera. Thie position of the itnage of the arm in the camera
is then determined and used to solve for the parameters of the transformation.
'In o make for high accuracy, more than the minimum nunmber of measurements are
used, arid a )east squares adjustment carried out.

It Is very hard to develop a program which can recognize and track the arm.
F~or this reason we actually have the arm hold a so-called n, yor's mark which is
easy to locate in the image. It. is essentially a 2 X 2 sub-block of a checker-board.
The intersection of tile two lines separating dark from light areas can be located
wit I high precision.

In our experiments, the camera is mounted high above the arm in such a way
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Figure 27. The relationship between the coordinate system of the robot arm
and the camera eye is determined by a calibration process. An object which is
easy to locate in the image is carried by the arm to a series of positions while the
corresponding image coordinates are measured.

that it effectively looks straight down (Actually, a mirror is used to prolong the
optical path). The image plane is nearly parallel to the plane containing the two
horizontal axes of the arm's coordinate system. This means that for this plane,
or one parallel to it, one can approximate the perspective projection by an affine
transformation having six parameters. So, in order to simplify matters, we have
the arm move through a number of points in one plane to determine one such affine
transform. This process is then repeated in a plane closer to the camera. Thus each
point in the image can be mapped into one point in each of the two planes. These
two points define a ray in arm space.

30. Objects of Arbitrary Shape

The methods described above made use of the fact that the objects were solids
of revolution. We only had to recover the two degrees of freedom of the axis of the
object. In the general case, the EGI certainly can still be used, but attitude now
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has thrt c degrees of freedom. One way to see this is to note that an objct can be
rotated about an arbitrary axis by an arbitrary angle. It takes two parametrs to
specify the axis and one for the angle. What this means is that matching becomes
more tedious. A larger number of potential matches have to be tried. Still, the same
filtering operations can be employed to e!iminate most of them.

A simple extension of what we described above allows us to deal with objects
that are not solids of revolution. We once again use the axis of least inertia of the
mass distribution on tlie visible hemisphere to pin down one degree of freedom.
The remaining problem is to determine the direction frorn which the object is
viewed. The possible directions can be specified by points on a sphere. We generate
a discrele sampling of the surface of the sphere which is as near to being uniform
as possible. One can use tlie same tesselation of the sphere used for the orientation
histogram.

One way to represent rotations of a rigid object is by means of unit quaternions.
These can be thought of as vectors having four components or a "hyper-complex"
numbers with a real part and three imaginary parts. Amongst all of the ways
conirmuoly used to deal with the rotation of a rigid body, this one has the advantage
that it allows one to define a metric on the space of rotations. That, in turn, permits
one to consider averages over all rotations, for example. Recently. Phillipe Brou at.
'I'T, has develped methods for evenly sampling the space of rotations using specially
designed polytopes in four dimensional space. His approach allows one to attempt
.. 2!atches for large sets of rotations without storing a large number of protot.ypical
t.,, ~~rnlj4Uy, UC uulfain O at6wiudes froI each suored H-6i. irecomputing
six EGIs allows one to sample the space of rotations (nearly) uniformly with 360
points.

The brute-force matching of orientation histograms described can become
expensive if the attitude is to be determined with high precision. This is because
the space of rotations is three dimensional and so the number of attitudes we have
to try goes up with the cubc of the precision. Hill-climbing methods for searching
the space of rotations may appear attractive in view of this. One could imagine,
for example, first finding a rough estimate of the attitude, by considering the 60
rotations of the icosahedron. The attitude which produces the best. match is then
used as an initial value for an iteration which at each step seeks t~o improve the
match further by making small adjustments. It is unfortunate that such methods
do not seem to work. We found that the match does not become good until one is
really close to the correct attitude.

31. Experimental Results

We chose plastic torii of about 120 mm outer diameter as the test objects.
Their geometry is simple to model and they can be easily picked up using a crude
parallel jaw gripper. We used torii as test objects because they have a shape that
is easy to model, while not being polyhedral or convex. The system looks at a
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Figure 28. Three images of a pile of torus shaped objects. The images are taken
with three different light sources turned on. At firsi glarce the wrriages niay look
very similar. This is because we interpret the sliadini in terms of' object shapes.
Close inspection shows, however, that the grey values at corrspording points of
the three images are typically very different. Photometric stereo is used to obtain
a needle diagram from these images.

pile of these objects using a Ititachi (TM) charge coupled device (CCI)) camera.
Three images are digitized with each of three banks o' four 10 watt fluorescent
lights powered on in turn. The grey level images are digitized to about 256 X 256
picture cells and read into a single user computer called a Lisp machine (TM).
We used a frequency two geodesic dome based on tire P'entalcis dodecanedron for

the orientation histogram. It has 240 cells. The attitude of one of the objects is

then determined by matching the experimental orientation histogram against a
prototypical orientation histogram. We make use of the axis of least inertia of the
orientation histogram to reduce the search space. A Unimation Puma (TM) arm is
employed to pick up the object chosen.

We found, by the way, that inexpensive vidicon carneras suffer from significant
geometric distortion. An even more important problem with these devices is that
the digitized grey levels do not bear a reproducible relationship to image brightness,

even with the automatic gain control (AGC) disabled. This is why we prefer CCD
cameras. It should also be said that industrial robots today typically have very
good repeatability, but poor absolute accuracy. That is, they will go back to a

position taught in terms of joint angles with great precision, but can be several
millimeters off when asked to go to a position specified in Cartesian coordinates.
This is a significant problem when sensors are used to locate parts.

Our system takes about a minute to read in the images, switch lights on and
off, perform the matching and send commands to the manipulator over a serial line.
There is no inherent reason why the cycle time could not be much shorter. We were
interested in demonstrating the feasibility of this approach, not, in the maximum
speed possible with our particular arrangement of system modules. Most of the
time the system successfully picks up one of the objects in the pile. Occasionally
it fails, usually because the fingers burrip into another object, before picking up the
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Figure 29. A picture sequu~nce showing the arin picking up) at fw of" the objects
from the pile using the iniage information to tell it. where thv objects4 are' and how
they lie in space.
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desired one. In this case it just removes the arm from the field of view and starts
over. Better algorithms for picking a good grasping position would help to improve
the performance even further. These would make use of depth information which

is not available from, photometric stereo.

We did just that recently, using a robust, low resolution but high speed.

binocular stereo systen developed by Keith Nishihara. In order to us( the depth
information we had to solve the spatial reasoning problems involved in deter n iig

a suitable graspiig position on the object; one which would hold the object stably
and not cause the gripper to collide with the other objects.

32. Conclusions

We have demonstrated the feasibility of a machine vision Fystem for picking
objects out of a pile of objects. Our system uses multiple images obtained with one
camera under chaniging lighting conditions. From these images a needle diagram is
computed, which gives estimat es of the orientation of surface patches of the objects.

This in turn is used to compute the orieintation histogram which is a discrete
approxination of the IcG. The experimental orientation histogram is matched

against an orientation histograms determined using computer models of the obects.
In this way the attitude of the object in space is obtained. A manipulator can then
be sent along a ray in space to pick up the object.

While our system is not particularly fast, there is no reason why a faster one
could not be built, since all of the computations are simple, mostly involving table
lookup. Special purpose hardware could also be build to speed up the matching
process. It would not have to be very complicated since it performs a kind of

correlation process.

We believe that what we have described provides a robust approach to the

recognition of objects and the determination of their attitude ii space. It will work
better than an approach based on recognizing some special feature of the object
given that only a few thousand picture cells are scanned per object region. In the
case of an approach based on recognition of special features a few thousand points

would be needed for that feature, so that the number of picture points for the
whole object would be much larger.

The needle diagram can be computed from a depth map by taking first
differences. The method we described is therefore also applicable to other input,
such as depth maps obtained using laser range finders. We did not use one in our
experiments since they still appear to be quite expensive and slow. We did, however,

experiment with depth maps obtained using automated stereo.

The above is representative of a new approach to problems in machine vision.

It is based on careful analyses of the physics of image formation and views machine
vision as an inversion problem.
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